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Abstract

In this paper we present a video summarization method
that extracts key-frames from industrial surveillance videos,
thus dramatically reducing the number of frames without
significant loss of semantic content. We propose to use
the produced summaries as training set for neural network
based Evaluative Rectification. Evaluative Rectification is
a method that exploits an expert user’s feedback regarding
the correctness of an activity recognition framework on part
of the data in order to enhance future classification results.
The size of the training sample set usually depends on the
topology of the network and on the complexity of the envi-
ronment and activities observed. However, as is shown by
the experiments conducted in a real-world industrial activ-
ity recognition dataset, using a much smaller but represen-
tative sample stemming from our summarization technique
leads to significantly higher accuracy rates than those at-
tained by a same size but randomly chosen set. To obtain
comparable improvement in accuracy without the summa-
rization technique, the experiments show that a far larger
training sample set is needed, therefore requiring signifi-
cantly increased human resources and computational cost.

1. Introduction

Event and activity recognition in video remains one of
the most intriguing problems in the computer vision com-
munity. This is mainly due to the useful applications asso-
ciated with automatic event analysis and detection, as well
as to the interesting nature of the issue from a researcher’s
point of view. The difficulty of the problem directly de-

pends on the challenges posed by the characteristics of the
monitored environment and the complexity of the activities
observed. Complicated environments such as the produc-
tion line of industrial plants provide for a rather challeng-
ing basis for algorithms attempting action/activity/behavior
recognition, since they often involve cluttered background,
frequent illumination changes, severe occlusions, target de-
formations, outliers, etc. In these cases, detecting and track-
ing the salient scene objects [7], whether human, machinery
or other, can become exceptionally hard. To this end, ap-
proaches that bypass these intermediate levels of semantic
complexity through the use of local or holistic image-based
features for scene representation have been proposed. For
example, in [10] the authors propose a framework for ro-
bust visual behavior recognition in an industrial environ-
ment based on hidden Markov models (HMM) classifiers,
multicamera fusion and the use of the multivariate Student’s
t-distribution as observation model for higher tolerance to
outliers.

In [9] the concept of Evaluative Rectification is intro-
duced in the context of automatic activity recognition. The
proposed method is based on relevance feedback and tries to
readjust the estimated probabilities generated by the HMM
classifier by means of a maximum likelihood framework,
in the direction of minimizing the overall misclassification
error. This readjustment is accomplished by exploiting an
expert user’s interaction who evaluates the results of the
task recognition process through a selection set of work-
flow tasks (i.e. targeted activities) that have been either
correctly or erroneously classified by the HMMs approach
along with the respective target class that these visually de-
tected tasks belong to. It should be noted that in [9] the pro-
posed method is applied to the likelihoods generated by an



HMM based framework; however, the readjustment can be
performed regardless of the classifier employed. A learn-
ing strategy is used for dynamically modifying the prob-
abilities of the classifier. In particular, a non-linear least
square method is employed by the use of feedforward neu-
ral network structure. A feedforward neural network is able
to approximate any continuous non-linear function with a
certain degree of accuracy. The Evaluative Rectification
method exploits this property of neural networks to estimate
the non-linear modification of the probabilities extracted by
the classifier, in order to fit the target ideal probabilities.

An important issue involved in the Evalutive Rectifica-
tion method is the availability of training samples. The
number of samples required for training depends on the
topology of the neural network employed, which in turn de-
pends on the number of the activities that are being mod-
eled, as well as the high or low inter- and intraclass vari-
ance among them. A more complex environment with nu-
merous challenging activities to be recognized is bound to
call for a larger network with more neurons (or even addi-
tional hidden layers), thus requiring more training samples.
This creates the need for more feedback given by the expert
user, who should therefore be increasingly occupied with
the feedback task. Nevertheless, the amount of available
training data is not the sole factor that ought to be taken
into consideration. What is equally or even more important
is that the sample consisting of these training data, on which
the feedback is given should be representative. In other
words, if the expert user is called to provide feedback at
specific time intervals (even relatively lengthy ones) where,
e.g., the observed activity (or visual pattern) is always the
same (or similar), then that particular activity would be
overrepresented in the sample, and other activities would be
underrepresented. This could lead to less successful train-
ing of the neural network, even though the absolute number
of training samples could have been sufficiently large.

Our goal is therefore to propose a method to create a
representative sample of frames, on which the user will
be required to provide relevance feedback. Achieving this
goal will induce better training of the neural network (and,
hence, better overall recognition rates) with the size of train-
ing sample, and consequently the involvement of the expert
user, being kept to a minimum. To this end, we propose
the employment of a video summarization technique that
significantly reduces the number of frames while minimiz-
ing the loss of semantic content. The key-frames extracted
by the employment of this technique are the training sam-
ples to which the expert user provides relevance feedback in
the context of the Evaluative Rectification approach, with a
view to enhancing the overall recognition rates.

The remainder of this paper is structured as follows: Sec-
tion 2 provides a brief overview of related work in the fields
of video summarization and relevance feedback. Section 3

details the proposed video summarization method, while
Section 4 briefly reminds the neural network based Evalu-
ative Rectification method. In Section 5 we experimentally
verify the applicability of the proposed methods in the con-
text of an activity recognition framework in an industrial
environment, while Section 6 concludes the paper with the
lessons learned.

2. Related work
Summarization The first approaches towards an auto-
matic video summarization scheme had the goal of extract-
ing key-frames at regular time instances or within a shot [5].
Such a selection, however, is far from being representative
especially when someone should quickly overview complex
industrial processes as in our case. Thus, from the end of the
90’s video summarization has boosted the multimedia re-
search society [19]. Furthermore, research has been concen-
trated on specific type of video content like sports [16, 2],
instructional videos [4] or even facial emotion recognition
[6]. Optimal algorithms are also proposed maximizing en-
tropy and exploiting information theoretic measures [11],
[14], and/or perceptual users’ centric video summaries [12].

The main obstacle of the above mentioned algorithms is
that they fail in identifying key-frames when period move-
ments take place while their computational complexities are
not affordable especially for very long video sequences be-
ing continually captured, as the ones adopted in surveil-
lance systems. For this reason, in our industrial application
scenario we do not adopt any of the aforementioned tech-
niques for extracting key-frames from the online captured
industrial video monitoring. Instead, we propose another
idea which exploits the fluctuation of the feature vector tra-
jectory. This way, it is possible to detect periodic move-
ments which are crucial for inspecting the products’ assem-
bly quality in manufactories. To identify the key points on
the trajectory curve, we initially estimate the curvature of
the feature trace via discrete second derivatives equaling
zero. This approach yields fast implementation of the pro-
posed scheme which can be embedded in industrial devices
and thus allow a real-time implementation of the algorithm
in the factory. Real-time summarization algorithms have
been also proposed in [5] and [1] but in the presented tech-
nique we also ensure detection of periodic effects which are
important for a quick but meaningful overview of industrial
processes. To eliminate possible noise, the discrete second
derivatives are smoothed over a time window.

Evaluative Rectification As has already been mentioned,
evaluative rectification is inspired from relevance feedback.
Relevance feedback is a common approach for automati-
cally adjusting the response of a system regarding informa-
tion taken from user’s interaction [8]. Originally, it has been
developed in traditional information retrieval systems [15],



but it has been now extended to other applications, such as
surveillance systems [13], [3]. Relevance feedback is actu-
ally an online learning strategy which re-weights important
parameters of a procedure in order to improve its perfor-
mance. Re-weighting strategies can be linear or non-linear
relying either on heuristic or optimized methodologies [8].
Linear and heuristic approaches usually adjust the degree
of importance of several parameters involved in the selec-
tion process. Instead, non-linear methods adjust the applied
method itself using function approximation strategies. In
this direction neural network models have been introduced
as non-linear function approximation systems. However,
such approaches have been applied for information retrieval
systems instead of surveillance applications. It is clear that
it is not straightforward to move from one type of appli-
cation to another due to the quite different requirements of
both applications. A comprehensive review regarding al-
gorithms of relevance feedback in image retrieval has been
provided in [20]. In this paper, the authors compare dif-
ferent techniques of relevance feedback with respect to the
type of training data, the adopted organization strategies,
the similarity metrics used, the implemented learning strate-
gies and finally the effect of negative samples in the training
performance. Finally, in [9] the authors employ the rele-
vance feedback mechanism in an endeavor to exploit expert
user’s feedback so as to improve the classification rates of
an HMM based industrial activity recognition framework,
thus proposing the Evaluative Rectification approach. How-
ever, as is explained in the Introduction, the issues of numer-
ical sufficiency as well as representativeness arise, since in
a realistic practical implementation, the expert user would
provide feedback either at random or at specific time inter-
vals. Our aim in this paper is therefore to ”move” the se-
lection of frames on which the feedback is to be given from
the ”time domain” to the ”content domain”, thus decreasing
the number of frames required for successful training while
attaining similar or better performance.

3. Summarization
Hereby we describe the approach adopted to summa-

rize industrial videos being captured as a result of a vi-
sual surveillance system. The goal is to dramatically reduce
visual information, (e.g., the number of frames), without,
however, losing important information as far as the meaning
of an industrial activity (called ”task”) and/or workflow is
concerned. We claim that the semantic content is expressed
in the sense of feature vector complexity. In this work we
use holistic features based on Pixel Change History [18] and
Zernike moments calculation; [10] contains a detailed de-
scription of the feature extraction process. Therefore other
types of features may yield different summaries. However,
one should assess the effectiveness and efficiency of a sum-
marization algorithm, both in terms of performance and

computational complexity, on the same feature elements for
fairness.

The sum of the squared coefficients of the Zernike mo-
ments can express the motion energy or in other words a
measure of motion in the current scene. It is defined as:

E =

Q∑
p=0

∑
q≤p
p−q
2 :even

‖Apq‖2 (1)

whereQ is the selected order of the moments and ‖‖ the L2
norm. In other words, the energy of a frame is defined as
the sum of the squared L2 norms of the associated Zernike
moments up to the orderQ. The total energy in a distributed
camera setting can be defined as the weighted sum of the
energies of the individual streams, which are given by (1).

The energy can be plotted for each video frame form-
ing a trajectory, which expresses the temporal variation of
the energy shape through time. Thus, selection of the most
representative frames within a shot is equivalent to selec-
tion of appropriate curve points, able to represent the cor-
responding trajectory. In our case, the second derivative of
the shape energy for all frames within a shot with respect
to time is used as a curvature measure. Local maxima cor-
respond to time instances of peak variation of the object
shape. In addition, local minima indicate low variation of
the object shape.

Let us also denote as E(k) the energy of shape coeffi-
cients to the k-th frame of the examined shot. Initially, the
first derivative of signal E(k), say, is evaluated with respect
to time index k. Since, however, variable k takes values
in discrete time, the first derivative is approximated as the
difference of shape energy between two successive frames.

However, the first derivative is sensitive to noise since
differentiation of a signal stresses the high pass compo-
nents. For this reason, a weighted average of the first deriva-
tive, say E′w, over a time window, is used to make smoother
the fluctuation for the magnitude of the frame feature vec-
tors.

Particularly, the weighted first derivative is given as

E′w(k) =

l=β1(k)∑
l=a1(k)

wl−k(E(l + 1)− E(l)), k = 0, ...,M − 2

(2)
where α1(k) = max(0, k − Nw) and β1(k) = min(M −
2, k + Nw) and 2 ∗ Nw + 1 is the length of the window,
centered at frame k. Variable M indicates the number of
frames of the shot. It can be seen from (3) that the window
length linearly reduces at shot limits.

The weights wl are defined for l ∈ {−Nw, Nw}; in the
simple case, all weights wl are considered equal to each
other, meaning that the derivatives of all frame feature vec-



tors within the window interval present the same impor-
tance,

wl =
1

2Nw + 1
, l = −Nw, ..., Nw (3)

Since frames are discrete time instances, we can model
the derivative via difference equations and thus we can esti-
mate the second derivative E′′w , for the k-th frame as:

E′′w(k) =

l=β(k)∑
l=α(k)

wl−kE
′′(l), k = 0, ...,M − 3 (4)

where α(k) = max(0, k − Nw) and β(k) = min(M −
2, k+Nw), andE′′(k) = E′(k+1)−E′(k). The local max-
ima and minima of E′′ are considered as appropriate curve
points, i.e., as time instances for the selected key-frames.

Note that this algorithm is extremely fast since each pro-
cess is implemented independently from frame to frame and
the time required for applying the frame difference is mini-
mal. Also the Zernike feature vectors are computed anyway
for task rcognition purposes, so the total overhead is actu-
ally minimal.

Hence, the local maxima and minima can be estimated as
the union of two sets X = XM ∪Xm; the XM contains the
time instances of frames corresponding to the local maxima
of E′′, while the Xm the time instances of local minima of
E′′. The sets XM and Xm are estimated as follows:

XM = {k : E′′(k − 1) < E′′(k)&E′′(k) > E′′(k + 1)}
Xm = {k : E′′(k − 1) > E′′(k)&E′′(k) < E′′(k + 1)}

(5)

4. Evaluative Rectification
In this section, we provide a brief overview of the Eval-

uative Rectification method. This method aims at dy-
namically correcting erroneous classifications of an activity
recognition framework, such as the one described in [10],
which is based on HMM classifiers and possibly multicam-
era fusion. We hereby denote as pi the observation prob-
ability vector (generated by the classifier) the elements of
which express the probability of the corresponding frame to
belong to one of the, say, M available activity classes and
as di the target vector containing the ideal probabilities for
the ith sample, i.e., all its elements are zero apart from one
which is equal to one. The creation of di is based on the
feedback provided by the expert user. Assuming that the
non-linear relationship between vectors pi and di is indi-
cated by a vector function f(·), we introduce a feedforward
neural network model able to accurately approximate the
unknown vector function f(·) with a certain degree of ac-
curacy. Let w be the weight vector that includes all the pa-
rameters (weights) of the non-linear neural network, which

is the core of the readjustment mechanism. To estimate the
weights w we need to apply a training algorithm, which ac-
tually minimizes the mean square error among all selected
from the expert user data and the respective output of the
network when a particular set of weights is applied. That is,

w = arg min
forallw

ε = arg min
forallw

∑
i

(f
w
(pi)− di)

2 (6)

Expressing the unknown non-linear vector function as a
feedforward neural network, we are able to estimate vec-
tor w that minimizes (6) using the backpropagation train-
ing algorithm. It is clear that the samples of the training set
should be greater than the number of neural network param-
eters, that is the dimension of the weight vector w. In this
paper the selection process of the frames which will com-
pose the training set will be based on the summarization
method described in Section 3.

5. Experiments and Results
The experimental validation of the proposed approach

has been performed on a very challenging dataset [17] ac-
quired from the production line of a major automobile man-
ufacturer.1 The activity recognition framework used is the
one presented in [10]. The workspace configuration and the
cameras’ positioning is given in Fig. 1. The workflow on
this assembly line included tasks of picking several parts
from racks and placing them on a designated cell some me-
ters away, where welding was performed. More specifically,
the behaviors we were aiming to model in the examined ap-
plication are briefly the following:

1. One worker picks part #1 from rack #1 and places it on
the welding cell.

2. Two workers pick part #2a from rack #2 and place it
on the welding cell.

3. Two workers pick part #2b from rack #3 and place it
on the welding cell.

4. A worker picks up parts #3a and #3b from rack #4 and
places them on the welding cell.

5. A worker picks up part #4 from rack #1 and places it
on the welding cell.

6. Two workers pick up part #5 from rack #5 and place it
on the welding cell.

7. Welding: two workers grab the welding tools and weld
the parts together.

1The dataset, the activities’ labeling as well as the features used are
publicly available through http://www.scovis.eu/.



Figure 1. Depiction of workcell along with the position of the cam-
eras and racks #1-5.

Figure 2. Typical execution of a task. Challenges of the indus-
trial dataset include severe occlusions, cluttered background and
frequent illumination changes among others.

Each of the above tasks/activities can be regarded as a
class of behavioral patterns that has to be recognized. A
sample task (task 2) is presented in Fig. 2. For our experi-
ments, we have used 20 segmented sequences representing
full assembly cycles, each one containing each of the seven
behaviors/tasks. The total number of frames was approxi-
mately 80,000. The videos were shot by two PTZ cameras
at an approximate framerate of 25 fps and at a resolution of
704 × 576. The annotation of these frames has been done
manually.

5.1. Summarization

We evaluated the proposed video summarization algo-
rithm in terms of effectiveness, i.e., how relevant the ex-
tracted key-frames were with respect to the overall meaning
of an industrial task but also in terms of computational ef-
ficiency. For the latter issue, we stress that the adopted al-
gorithm was implemented to run in real-time and during the
frame acquisition. Thus, the proposed summarization ap-
proach imposed minimal computational burdens allowing
its implementation in on-line video capturing devices. Fur-
thermore, the algorithm can be implemented in industrial
embedded devices fostering its applicability in industries.

The goal was to detect a small number of key-frames
that were able to represent the whole content visual com-

plexity occurred during the process, without requiring an
industrial engineer to browse through the whole sequence
in order to ensure whether a workflow is executed in accor-
dance to safety and quality requirements. The experiments
have been conducted for all data in the sequence. In Fig. 3
we present a typical example that concerns task 2, in sce-
nario 1. The scene presents two workers collaborating in
carrying a door of a vehicle. In this figure, we have de-
picted one per 20 frames so as to give a complete overview
of the complexity of the scene. Fig. 3d shows the fluctua-
tion ofE over time. We observe that a high differentiated of
the feature magnitude is noticed among frames 250 and 300
which presents the high activity of the workers. To elimi-
nate feature noise in this plot, we low-passed the first signal
deriving the smoothed feature magnitude as illustrated in
Fig.3e. The zero-crossings of the 2nd derivative (after fil-
tering) gave the key-frames. The number of key-frames was
not predefined but was inherently estimated by the scheme
with respect to the complexity of the visual content.

We have also objectively evaluated the proposed sum-
marization algorithm over the whole dataset. For each task
a small number of key-frames was extracted, as described,
and shown to two industrial engineers. Then, they identified
which the task was that has been executed by observing only
this small number of key-frames. For all cases, the tasks
have been correctly recognized by the expert users. This re-
veals that the proposed summarization scheme represented
sufficiently the complexity and periodicity of the industrial
visual content. Finally, the industrial engineers were asked
to detect inappropriate executions that may yield to qual-
ity damages and/or security, safety alarm. More than 97%
of the false processed were correctly detected meaning that
the summarization algorithm extracts a very small but suffi-
ciently representative set of key-frames that actually express
the whole task complexity.

5.2. Evaluative Rectification

Here we experiment on the impact of the training sam-
ple set on the effectiveness of the Evaluative Rectification
method. The samples are represented using the respec-
tive probability vector extracted by the HMM-based activ-
ity recognition framework, and the targeted correct classifi-
cation of the frame, as provided by the expert user’s feed-
back. For the HMM-based recognition half of the data were
used for training and the other half for testing in each ex-
perimental setup. A feedforward neural network model is
trained to adjust the probabilities extracted by the HMM
in order to minimize the erroneous classifications. Regard-
ing the structure of the feedfoward neural network, we use
one hidden layer with fifteen (15) neurons. The neural net-
work has seven input nodes and seven output nodes (equal
to the number of modeled activities), thus making a total
of 210 weights to be learned. The transfer function is the



(a) frames 1-20-40-60-80-100

(b) frames 120-140-160-180-200-220

(c) frames 240-260-280-300-320-340

(d) First derivative of E (e) Filtered first Derivative of E

(f) Zero crossings of 2nd Derivative

(g) Selected key frames: 20, 96, 169, 257, 309

Figure 3. Extraction of keyframes for scenario 1, task 1, camera 1

sigmoid. The experiments are conducted in the context of
four different experimental setups (ES). Each experimental
setup refers to a different part of the dataset and/or a dif-
ferent camera stream, hence the differences in the accuracy
rates. Each set of experiments has been repeated ten times
for reliability reasons and the presented results refer to the
average accuracy rates and sample sizes across all runs.

Firstly, we compare the results of the employment of

the Evaluative Rectification method with training sample
sets that comprise approximately 5% of the total number
of frames on average: in one case, the frames composing
the training set are chosen at random; in the other case,
the frames selected are the ones indicated as key-frames by
the summarization technique described above. The results
of these experiments in terms of overall average accuracy
attained in the context of the four experimental setups are



shown in Table 1. We observe that in the case of a training
set consisting of randomly chosen frames that correspond
to 5% of the total number of frames on average, the attained
accuracy rates are either lower than those achieved solely
by the HMM-based framework (when the rates are already
high) or slightly higher (when there is more room for im-
provement). These results are to be expected since the num-
ber of training samples is particularly small, thus hindering
the successful training of the neural network. On the con-
trary, in the case where the summarization key-frames are
used as training sample set, the accuracy rates are signifi-
cantly higher than those attained by the mere use of HMM,
although the size of the training set is roughly the same (and
rather small), thus reflecting the importance of the represen-
tativeness in the training sample.

The limited number of training data in the context of
the randomly chosen sample set is responsible for the un-
satisfactory performance of the method in that case, which
came as no surprise. It is interesting, nevertheless, to ex-
amine the performance of Evaluative Rectification with a
randomly chosen sample set of a sufficiently large size, e.g.
35% of the total number of frames, and compare it to the
one attained when using the much smaller summarization
training set. It should be noted here that the stated sample
sizes (35% or 5%) refer to the average sizes across all the
experiment runs. The number of frames can in some cases
fluctuate to slightly lower or higher values than the average
ones. The related results are displayed in Table 2. As can be
observed, the accuracy achieved with the use of the larger
training set is slightly higher than the one yielded when us-
ing the far smaller summaries as training data. From this,
we can infer that using the key-frames extracted through the
summarization process described in Section 3 as training
sample set leads to a significant enhancement of the HMM-
based recognition rates which is comparable (only slightly
inferior) to the improvement obtained when using a conven-
tionally chosen but much larger training set. Therefore the
expert user can now provide feedback in far fewer frames,
thus considerably saving both human resources and com-
putational cost, with a minimal sacrifice in overall perfor-
mance.

Fig. 4 displays the average classification error for each of
the approaches examined. Again, we can observe that the
employment of evaluative rectification with a small train-
ing set consisting of summary key-frames introduces a sig-
nificant improvement (in terms of error decrease this time)
in comparison to the sole use of the HMM-based activity
recognition framework. Furthermore, this improvement is
comparable to the enhancement in the case of a far larger
(by seven times on average) training set which has been se-
lected ”conventionally”.

Table 1. Accuracy rates attained by the HMM-based ARF (i)
solely, without ER, (ii) with ER where training sample set is se-
lected randomly, (iii) with ER where training sample set is created
by the summarization process (training sets are of equal size, i.e.
approximately 5% of the total number of frames).

ES 1 ES 2 ES 3 ES 4
HMM solely 81.1 84.3 50.2 51.8

HMM+ER (random set) 75.0 76.8 51.9 53.4
HMM+ER (summ. set) 86.2 88.9 58.7 60.2

Table 2. Accuracy rates attained in the case of (i) ER where train-
ing sample consists of summarization key-frames and (ii) ER
where training sample set is selected randomly but is of signifi-
cantly larger size.

HMM+ER ES 1 ES 2 ES 3 ES 4
summaries small set 86.2 88.9 58.7 60.2

random large set 86.9 89.5 59.6 61.4

Figure 4. Classification error in four configurations (i) No Evalu-
ative Rectification (ER) performed, (ii) ER with a small random
training sample set, (iii) ER with a small training set consisting
of summary key-frames and (iv) ER with a large random training
sample set.

6. Conclusion

In this paper we have described a video summarization
technique that extracts key-frames from surveillance videos
with a view to using the provided summaries as training
sample set in the context of the neural network based Eval-
uative Rectification method. Building upon an industrial
activity recognition framework, the Evaluative Rectifica-
tion method exploits feedback provided by an expert user
in part of the data regarding the correctness of the classifi-
cation performed. The complexity of the industrial environ-
ment and of the modeled activities influences the topology
of the neural network employed and consequently the re-
quirements on training data. As was shown, the number of
training data is not the sole factor, since the representative-
ness of the chosen frames also plays a significant role. In
particular, using the key-frames produced by our proposed



summarization technique as training set, leads, despite its
small size, to an important enhancement in overall accuracy
of the event/activity recognition framework, comparable to
the improvement achieved when using a far larger training
set (roughly seven times the size) chosen randomly. This
ensures a significant saving of resources, since the expert
user provides feedback not in the ”time domain” any more,
but in the more effective ”content domain”.
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