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B
ehavior recognition in video is a

focal point of research in the com-

puter vision, image processing,

and multimedia communities.

Driven by applications such as assistive tech-

nologies, security, intelligent transportation,

and human-computer interaction, a consider-

able body of work targets hierarchical event de-

tection, workflow monitoring, and structured

activity modeling in real-world scenarios.

More specifically, smart monitoring in

industrial settings involves staff safety and

security, cost reduction, production schedul-

ing, and production process quality. Such

quality is guaranteed by enforcing strictly

predefined procedures and activities for pro-

duction or service provision. Production sched-

uling in particular—such as allocating available

production resources (including raw materials,

equipment, utilities, and manpower) to tasks

over a scheduling horizon—is one of the most

crucial managerial tasks within a large-scale in-

dustry because it can guarantee the sufficient

execution of predefined operations (high-quality

products construction and assembly), satisfy

predefined task deadlines (production consis-

tency), and improve the economic growth of

the industry.1 Smart video surveillance systems

properly modified to satisfy industrial require-

ments and robust enough to work in harsh in-

dustrial environments can enrich modern

factories with automatic decision-making

tools and intelligent/smart capabilities increas-

ing productivity and competitiveness.

Several challenging issues still remain, how-

ever, such as efficiently addressing occlusions

and outliers, recognizing simultaneous actions,

and tackling the execution of activities that can

be carried out more than one way (high vari-

ability). The availability of appropriate datasets

is essential for objective comparison and algo-

rithm development. Although significant data

collections comprising footage from public sur-

veillance cameras and everyday activities exist,

there is a dearth of significantly sized datasets

depicting real-world activities, let alone with

ground truth. (See the ‘‘Related Work in Behav-

ior and Workflow Recognition’’ sidebar for pre-

vious research in this area.)

In this context, we introduce the Workflow

Recognition (WR) dataset, which consists of

multicamera video sequences taken from the

production line of a major automobile manu-

facturer. The dataset depicts workers executing

specific activities (workflow tasks such as

assembling a car chassis) in a cluttered indus-

trial environment. To our knowledge, no

other dataset displays real workflows as they

occur in a natural setting. We captured video

during three different time periods using four

cameras, obtaining more than 35 hours of

data. We then separated the video footage

into three parts: workflow 1, 2, and 3. Together

with the dataset, we provide the ground truth

in terms of activity labeling and a set of holistic

features for scene representation.
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Large-Scale Multimedia Data Collections

Unlike any previous

effort, the Workflow

Recognition (WR)

large-scale dataset is

a collection of video

sequences from the

real industrial

manufacturing

environment of a

major automobile

manufacturer.
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To date, we have used the WR dataset

as a benchmark for behavior- and workflow-

recognition algorithms with promising results.

The WR dataset was first presented in an ear-

lier paper.2 In this extended work, we present

the WR dataset in its entirety, including the re-

cent addition of workflow 3, which is 14 hours

and 40 minutes long, takes place in a slightly

different industrial setting, and adds more

than 150 workflow instances to the collection.

Furthermore, we thoroughly explain annota-

tion and feature extraction and evaluate the col-

lection based on new behavior- and workflow-

recognition approaches.

WR Dataset

The WR dataset consists of video sequences

from the production line of a major automo-

bile manufacturer. We obtained footage of

three separate workflow scenarios, resulting

in three dataset segments: workflows 1, 2,

and 3. (The full dataset is publicly available

for download at www.scovis.eu.) The environ-

ment is similar in all the datasets. The most

prominent elements are workers (usually two

or three in the foreground) dressed in blue or

black uniforms, blue racks filled with metallic

spare parts, a welding cell onto which workers

transfer the spare parts, welding tools sur-

rounding the cell, and a robot that picks up

the assembled car chassis at the end of a work-

flow execution. Because this is a real environ-

ment, not a laboratory, other elements are

present in the sequences as well (mainly in

the background), such as small red and green

lights, yellow and gray colored pipes, other

employees wearing clothes of various colors,

and forklifts that remove empty racks and re-

place them with full ones.

For data acquisition, we used AXIS 212-213

pan-tilt-zoom (PTZ) camera models. The

frame-grabbing software we used in the PTZ

setup is a free open source component that

runs on a variety of operating systems. Most

importantly, we deactivated the internal

denoising algorithms in the camera setup. The

denoising algorithms produced serious artifacts

because the recording field of view was dark,

and high gain values resulted in increased

noise. Other side effects of the denoising were

motion blur due to the nature of the algorithm

and that the implementation made the camera

overheat easily and slightly destabilized the

frame rate. The average recording frame rate

was 25 frames per second (fps) with relative jit-

ter bounded by 1.6 percent. Most of the jitter

stemmed from the saving process. The resulting

frame files were 50 to 60 Kbytes.

Workflow 1

The first part of the dataset consists of four

JPEG image sequences captured at 18 to 25 fps

at 704 � 576 resolution and 60 percent com-

pression. Each image sequence corresponds to

a different camera offering a different view-

point of the scene. The goal was to capture

the widest possible scene coverage, and the

resulting overlapping views let us exploit

redundancies in order to solve occlusions. The

footage is approximately 5 hours and 10 minutes

long.

Each of the four sequences includes repeti-

tions of the same succession of executed tasks.

These tasks involve workers picking up parts

from racks, carrying them, and placing them on

the welding cell, after welding them with the

aid of the welding tools. This work cycle (or

scenario) is repeated 20 times in workflow 1.

However, the activity during each work cycle

is not identical. For instance, sometimes the

order of the executed tasks or the number of

workers executing a task changes. Furthermore,

there are some unpredicted, ‘‘abnormal’’

events, such as a bicycle passing right in front

of the welding cell. There are also intervals of

inactivity—for example, when employees are

standing or chatting.

Workflow 2

The second part of the dataset, workflow 2, is

longer and richer than workflow 1 in many

ways. This part captured two days of labor (as

opposed to one day in workflow 1). During

each day, 20 work cycles were executed for an

additional 15 hours and 40 minutes of footage.

The content in workflow 2 differs signifi-

cantly from workflow 1, making it more chal-

lenging for computer vision algorithms. Three

employees perform work at the same time,

simultaneously executing more than one task.

This creates a much more complex foreground

and makes it more difficult to recognize which

task is being executed and to track a moving

person. The order in which the tasks are exe-

cuted is far less specific than in workflow 1,

and the number of workers executing each

task also varies. There are larger gaps of inactiv-

ity, both during a specific work cycle and
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between work cycles. Numerous irrelevant

events and activities occur that are not linked

to the work cycle (such as workers waiting,

holding parts without carrying them, and walk-

ing around), which significantly hinders

attempts at event and behavior recognition.

All these particularities led us to define an

additional series of events and repeat the label-

ing process, which we describe in detail later on.

Workflow 3

The third and most recent part of the dataset

was shot in a different area of the industrial

plant. We mounted the cameras so as to

cover the full view of humans and the spare

parts transfer paths to allow for detection

and tracking of both the workers and spare

parts, as well as event and workflow recogni-

tion. The environment is clearer with better

lighting conditions. In this instance, we used

two well-synchronized PTZ cameras. Figure 1

depicts the two cameras’ viewpoints. The cap-

tured data collection is 14 hours and 40

minutes long.

The workflow itself follows the general idea

of picking up and placing parts, welding, and

collecting the assembled chassis, but this time
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Figure 1. Camera viewpoints in workflow 3. The two synchronized pan-tilt-

zoom (PTZ) cameras, (a) cam 102 and (b) cam 103, captured 14 hours and

40 minutes of data.

Related Work in Behavior and Workflow Recognition
The computer vision community has attempted to systemat-

ically compare different algorithms by experimenting on a

number of common datasets. To begin with, the Perfor-

mance Evaluation of Tracking and Surveillance (PETS) work-

shop series provides interesting benchmarking datasets with

a different focus each year. For instance, PETS 2002 covered

indoor person tracking (http://pets2002.visualsurveillance.

org), PETS 2006 focused on public space surveillance

(http://pets2006.net), and PETS 2007 addressed attended

luggage theft and detection (http://pets2007.net). The Cav-

iar project recorded and released sequences including peo-

ple walking, meeting others, entering and exiting shops,

and so forth,1 and the iLids dataset (ftp://motinas.

elec.qmul.ac.uk/pub/iLids) focused on parked-vehicle de-

tection, abandoned baggage detection, and doorway

surveillance.

Several motion-capture-only datasets are also available,

such as the Carnegie Mellon University (CMU) Motion Cap-

ture Database (http://mocap.cs.cmu.edu) and the MPI

HDM05 Motion Capture Database (www.mpi-inf.mpg.de/

resources/HDM05), that provide large data collections. In

these cases, the available motions are extremely articulated

and well separated, and they bear little resemblance to nat-

ural, everyday activities. In addition, these datasets involve

no manipulation or interaction tasks.

The CMU Kitchen Dataset contains multimodal observa-

tions of several cooking tasks, including calibrated cameras

and motion-capture data (http://kitchen.cs.cmu.edu). This

dataset contains more realistic motions, but the numerous

actions, sometimes unnatural movements, and uniforms

worn detract from the dataset’s naturalness. Another exam-

ple is the Technical University Munich (TUM) Kitchen Data-

set, which contains sequences of everyday manipulation

activities in a natural kitchen environment with a focus on

workflow execution, such as setting a dining table.2 How-

ever, the monitored objects act far from naturally, actually

simulating robot-like behavior that eliminates effects such

as co-articulation of motion or unpredicted events.

Each of these datasets is more or less suitable for certain

research goals or applications. Most of these datasets were

actually recorded for security purposes and not for indus-

trial workflow monitoring in complex environments. For

instance, the Caviar dataset contains people walking in

an almost open area, and the image content is captured

from above. Thus, the footage of humans is distorted as

they move closer and further away from the camera.

The iLids dataset is more complicated because it focuses

on more crowded conditions. However, it is unsuitable

for behavior recognition because the majority of people

recorded are simply walking in airport halls. The TUM

kitchen dataset is more suitable for workflow recognition,

but its footage is relatively unnatural and thus not partic-

ularly challenging.

On the contrary, our Workflow Recognition (WR) data-

set depicts workers executing real industrial tasks in a real-

world, visually complicated industrial environment.

(a) (b)
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the workers place 12 small and two large spare

parts to assemble a larger chassis and then weld

them together. One worker then handles a yel-

low crane, which lifts and transfers the chassis

away from the scene, leaving the cell empty

and ready to host a new work cycle (assembly)

process.

The mean length of a work cycle is 6.5 minutes,

which is significantly shorter than in the two

previous cases, thus yielding more than 150

work cycles. Given this abundance of available

data for training and testing, workflow 3 is a

promising data collection for algorithm testing.

Challenges

The WR dataset contains numerous challeng-

ing sequences that include serious visibility

problems, severe occlusions, self occlusions,

and outliers. In particular, vibrations, sparks,

and cluttered backgrounds with upright

racks, welding machines, and forklifts create

a cluttered environment that often occludes

the workers. Additional exacerbating factors

include frequent illumination changes and

the fact that the workers’ blue clothes closely

resemble the color of the racks. Figure 2

shows some examples of the challenges faced

in the dataset.

In certain cases, the high-intraclass and

low-interclass variance among tasks makes

task discerning difficult even for the human

eye. Significant deviations in the workflow

process can occur (especially in workflow 2).

Several tasks within a workflow can have fluc-

tuating durations and no clearly defined be-

ginning or ending. Furthermore, the tasks

might entail both human actions and ma-

chine movements.

Data Labeling: Creating Ground Truth
After acquiring the dataset and completing

the activity-definition process, which we
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The multicamera view in the WR dataset (four cameras at

different viewpoints) can help researchers address occlu-

sions. Finally, despite the image complexity, the recorded

processes are fairly structured, which is an important attri-

bute for machine-learning algorithms.

There is a growing interest among the research commu-

nity for structured-action recognition, workflow monitoring,

and hierarchical event detection. For example, Nam Nguyen

and his colleagues focused on recognizing a behavior and

primitive hierarchy imposing temporal constraints,3 whereas

Nuria Oliver, Ashutosh Garg, and Eric Horvitz proposed lay-

ered hidden Markov models (HMMs) to capture different ab-

straction levels and corresponding time granularities for

event recognition in meetings.4 Another work modeled

and recognized the workflow in a hospital operating room

using a hierarchical HMM approach.5 Yifan Shi, Aaron

Bobick, and Irfan Essa proposed propagation networks

(P-nets) to model and detect from video the primitive

actions of a task performed by a tracked person.6 Other

works have addressed analysis and detection of hierarchical

events using Rao Blackwell particle filters along with a dy-

namic Bayesian network.7

This increased interest in visual workflow analysis and rec-

ognition suffers from a lack of publicly available corpora that

could serve as a basis for related algorithms comparison and

testing. In this sense, the WR dataset is a unique, valuable

data collection that stems from a real-world industrial envi-

ronment, has a significant size, and is accompanied by the

ground-truth annotations of the observed activities.
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performed with the assistance of industrial

engineers, the next step was to create the

ground truth for activity and workflow recog-

nition. Two doctoral students annotated the

ground truth for the observed activities with

clear guidelines to ensure maximum consis-

tency and agreement. When the students dis-

agreed, a professor solved the ambiguity to

guarantee consistent annotations.

Workflow 1

To enable activity and workflow recognition,

we split each workflow into seven discrete

tasks. We consulted expert industrial engi-

neers to ensure that the defined tasks were

meaningful to the production process. With

the help of the experts, we defined the follow-

ing tasks:

1. One worker selects part 1 from rack 1 and

places it on the welding cell.

2. Two workers select part 2a from rack 2 and

place it on the welding cell.

3. Two workers get part 2b from rack 3 and

place it on the welding cell.

4. A worker picks up parts 3a and 3b from

rack 4 and places them on the welding cell.

5. A worker picks up part 4 from rack 1 and

places it on the welding cell.

6. Two workers pick up part 5 from rack 5 and

place it on the welding cell.

7. Two workers grab the welding tools and

weld the parts together.

A single worker might perform a task that is

normally executed by two workers. Each task is

executed once in each work cycle, but the order

is not strict and permutations are allowed. The

duration of ‘‘pick up and place part’’ tasks

ranges from 200 to 400 frames (approximately

8 to 16 seconds), whereas welding takes longer

and lasts for 1,600 to 2,000 frames. To assist the

community in exploiting the dataset for algo-

rithm testing, we provide the task-labeling

files (which we describe shortly) together with

the dataset.

Figure 3 shows the workspace configuration

and camera positions. To ensure we fully cap-

tured the observed workflows, we selected the

camera settings and positions with the aid of

industrial engineers who are experts in the op-

erational details of the particular assembly line.

This also helped us keep the number of cameras

we used to a minimum while conforming to in-

dustrial safety regulations.

Workflow 2

Because the workflow 2 footage is more com-

plex, making activity recognition more diffi-

cult, the data requires a supplementary

alternative task definition. Therefore, in addi-

tion to labeling workflow 2 sequences as we

did for workflow 1, we further split the seven
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(a) (b)

(c) (d)

(e) (f)

Figure 2. Example challenges in the Workflow Recognition (WR) dataset.

The footage of real-world workflow scenarios includes (a, b) occlusions,

(c) abnormal events, (d) sparks and visibility problems, (e) irrelevant activity,

and (f) periods of inactivity.
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tasks to identify smaller, shorter events in an

effort to enable event-driven recognition. We

defined these ‘‘microtasks’’ to ensure the ful-

fillment of several assumptions:

� Workflow recognition is possible through

microtask recognition.

� Micro-tasks should be as spatially confined

as possible so that we can efficiently define

and observe regions of interest (ROIs).

� Micro-tasks are as temporally short as possi-

ble so that overlapping instances are less

frequent.

Micro-tasks are actually segments of the tasks

that signify characteristic actions that might

in a later step lead to task recognition.

We defined the following micro-tasks for

workflow 2:

1. Worker selects part 1 from rack 1.

2. Worker places part 1 on the welding cell.

3. Two workers get part 2a from rack 2.

4. Two workers place part 2a on the welding

cell.

5. Two workers select part 2b from rack 3.

6. Two workers place part 2b on the welding

cell.

7. Worker picks up parts 3a and 3b from rack 4.

8. Worker places parts 3a and 3b on the weld-

ing cell.

9. Worker picks up part 4 from rack 1.
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configuration shows

the position of the four

cameras and racks 1

through 5 for

workflows 1 and 2.
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10. Worker places part 4 on the welding cell.

11. Worker(s) get part 5 from rack 5.

12. Worker(s) place part 5 on the welding cell.

13. Worker grabs the first welding tool,

approaches the cell, and starts welding.

14. Robot collects the assembled chassis.

In this 14-microtask definition, each pair of

sequential micro-tasks (up until micro-task 12)

defines the beginning and end of a task. That

is, micro-task 1 begins a task, and micro-task 2

completes it. Micro-task 13 denotes the start

of the welding process, and microtask 14 signi-

fies the end of the work cycle. The duration of

each micro-task ranges from 50 to 150 frames

(2 to 6 seconds) for micro-tasks 1 through 12,

whereas micro-tasks 13 and 14 take a little lon-

ger. The definition and labeling of micro-tasks,

which are spatially confined in ROIs, allows

for scrutinizing alternative event-detection

methods—for example, based on ROI motion

history observation.

Workflow 3

Because workflow 3 consists of a greater num-

ber of shorter tasks in each work cycle, we

modified the rationale behind the annotation

in this workflow. The workflow involves plac-

ing 14 parts on the cell, with many placements

occurring simultaneously and under heavy

occlusions, and of several welding actions.

Thus, the human silhouettes often overlap

while executing tasks simultaneously. Because

of the major overlap among actions and the

camera’s zooming on the welding cell itself,

we decided to annotate the moments when

each part has been correctly placed on its

final position by the worker(s), as well as the

beginning and end of each series of welding

actions performed using the same welding

tool. All these positions correspond to particu-

lar ROIs on the image.

There are six welding tools, so the actions to

be labeled include 14 part placements, six weld-

ing activities, and finally the lifting of the

assembled chassis, which concludes the work-

flow. This part of the dataset consists of more

than 150 instances. The mean duration of a

work cycle is approximately 6.5 minutes

(9,000 to 10,000 frames).

File Labeling and Description

The task-labeling files currently available include

the entire workflow 1 (cameras 32 and 34), the

first day of workflow 2 (cameras 1 and 3), and

part of workflow 3. The annotation effort,

which is tedious, is still ongoing. We have pro-

vided a .txt file for each combination of camera

and workflow. These text files contain informa-

tion about the beginning and ending time

(either in terms of frame number or timestamp)

of every task for all 20 work cycles in the day.

The same information is given for the 14-micro-

task definition for workflow 2. Researchers

can use these labeling files to process the foot-

age to train and test recognition algorithms.

When a timestamp is provided, the frame’s

timestamp is in the JPEG File Interchange For-

mat (JFIF) header.

An example record of the .txt file for camera 1

in workflow-2 would be

scenario_filename

1 06.41.25.36 06.41.36.36

2 06.41.45.44 06.41.56.76

...

This record means that task 1 of this particular

scenario begins at 06.41.25.36 (timestamp on

the frame) and ends at 06.41.36.36, and so

forth.

Scene Representation

Using features directly extracted from the

video frames has the significant advantage of

obviating the need to detect and track salient

scene objects, which is exceptionally difficult

in the dataset’s complex industrial environ-

ment. Initially, we tested the efficiency of

tracking3 and pure detection histogram of ori-

ented gradients (HOG), but both methods

failed. We employed both local and holistic

features; some typical examples include cas-

caded confidence filtering,4 object flow,5 and

local motion classifiers.6 Here, we present a

set of holistic features, which provide a more

robust representation, leading to more success-

ful and long-term activity recognition.

First, we performed background subtrac-

tion. We used the foreground regions to repre-

sent the multiscale spatiotemporal changes at

the pixel level. For this purpose, we used a con-

cept similar to motion history images,7 but

one that has better representation capabilities.
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The pixel change history (PCH) of a pixel is

defined as

P&;� ðx; y; tÞ ¼

minðP&;� ðx; y; t � 1Þ þ 255

&
; 255Þ

if Dðx; y; tÞ ¼ 1

maxðP&;� ðx; y; t � 1Þ � 255

�
; 0Þ

otherwise

8>>>>><
>>>>>:

ð1Þ

where Pz,t(x, y, t) is the PCH for a pixel at (x, y),

D(x, y, t) is a binary value corresponding to a

pixel indicating the foreground region at

time t, z is an accumulation factor, and t is a

decay factor. By setting appropriate values for

z and t, we can capture pixel-level changes

over time.

To represent the resulting PCH images, we

used Zernike moments because of their noise

resiliency, reduced information redundancy,

and reconstruction capability. The complex

Zernike moments of order p are defined as

Apq ¼
pþ 1

�

Z 1

0

Z �

��
RpqðrÞe�jq�f ðr; �Þrdrd� ð2Þ

where r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
, y ¼ tan�1(y/x), �1 < x,

y < 1, and

RpqðrÞ ¼
Xp�q

2

s¼0

ð�1Þs ðp� sÞ!

s!
pþ q

2
� s

� �
!

p� q

2
� s

� �
!
rp�2s

ð3Þ

where p � q is even and 0 � q � p. The higher

the order of moments used, the more detailed

the region reconstruction will be, but also the

more processing power will be required.

To capture the spatiotemporal variations, we

set the parameters at the empirically defined

values z ¼ 10 and t ¼ 70. As feature vectors,

we used the Zernike moments up to the sixth

order. Specifically, these are the complex

moments A00, A11, A20, A22, A31, A33, A40, A42,

A44, A51, A53, A55, A60, A62, A64, and A66 for

which we used the norm and the angle, except

for A00, A20, A40, and A60, for which the angle

was always constant. Additionally, we used

the center of gravity and area for a total of 31

parameters. Thus, we obtained good scene re-

construction without having a vector dimen-

sion that is too high.

Of course, this is by no means the only fea-

sible approach for feature definition and

extraction. Other holistic features such as Che-

byshev moments or local descriptors (SIFT,

SURF, and so on) could have been used as well.

The features we extracted are publicly avail-

able along with the dataset. The feature vectors

currently available concern the seven-task defi-

nition. Regarding workflow 1, the features

cover all 20 work cycles (scenarios) for cameras

32 and 34. For workflow 2, the features cover

the 20 work cycles of the first day for cameras 1

and 3. The features are in a .mat Matlab file.

There are four cell arrays, one for each combi-

nation of camera and dataset. The cell arrays

have the following format: camXXf1, taskgf1,

scenariog <31_num of frames >, where XX

is the camera ID and takes the values {32, 34, 1, 3}.

The first two values correspond to dataset 1,

the other two correspond to dataset 2. The

task number (as we defined earlier) takes values

1 through 7, and the scenario number takes

values 1 through 20. The number of frames

describes the specific task of the specific sce-

nario, and 31 is the dimension of the feature

vector. In addition, we provide features based

on the 14-micro-task definition for the first

day of workflow 2 for camera 1 extracted

through the same process. The features for

workflow 3 will be provided as continuous

cell arrays containing one 31D feature vector

for each frame. Similar to annotation, feature

extraction for the remaining cameras and

parts of the dataset is an ongoing effort.

In the near future we intend to additionally

provide features based on local descriptors, al-

though because of the many occlusions and

the relatively low resolution, the results proba-

bly will not be as good as with the region

descriptors.

Evaluation

The primary goal of the WR dataset is to serve as

a testbed for activity and workflow recognition,

although it can also be used for object detection

and tracking. An initial criterion for grouping

behavior recognition approaches pertains to

whether the data used as input are segmented

or continuous. Segmented sequences, where

each segment corresponds to a task, serve as

input to the classifiers so they can be recog-

nized as one of the available tasks. Earlier

work proposed a behavior-recognition method

using multiple cameras based on the proposed

PCH-Zernike moments features and fused hid-

den Markov models (HMMs).3 Experimenting
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on workflow 1, we obtained a maximum preci-

sion of 89.8 percent and a recall of 92.1 percent

when using the multistream fused HMMs8

and employing the multivariate student’s

t-distribution as an observation model of the

HMMs, whose heavier tails (compared to a

Gaussian distribution model) permit efficient

handling of outliers.3 The evaluative rectifica-

tion (ER) approach9 aims to dynamically correct

erroneous task classifications by exploiting

an expert user’s feedback through a neural-

network-based framework that readjusts the

HMM likelihoods, significantly decreasing

the overall misclassification rates.

As the upper part of Table 1 shows, the ER

approach further improves the already high-

performance rates in both single-camera and

multicamera configurations. The biggest en-

hancement is attained by the rectification-

driven fused HMM (RDFHMM) approach,9

which fuses the rectified single streams (in-

stead of rectifying the fused results), leading

to a recall of 95.0 percent. When applied to

the more challenging workflow 2, the same

methods yield recall rates ranging from 56.3

percent (single HMM only) to 79.8 percent

(RDFHMM), highlighting the improvement

induced by the neural-network-based rectifica-

tion method.

The most realistic, challenging, and high-

impact problem, however, is online behavior

recognition of continuous data streams. A

mixed Gaussian and HMM based approach6

addresses online segmentation of the sequences.

We classified the outcomes using an HMM

framework that incorporates a priori knowledge

via genetic algorithms (GAHMM). Yielding a

90.3 percent precision in the multicamera

scheme, this framework outperforms an echo

state network (ESN) based approach, which

achieves only 76.2 percent precision (see the

lower part of Table 1).

A different approach for behavior recogni-

tion assumes particles and uses Bayesian filters

to complement HMMs, together with a recur-

sive implementation of the aforementioned

neural-network-based readjustment (BF+rNN).10

Although we cannot directly compare these

methods because they use different sets of fea-

tures, this approach attains similar, if slightly in-

ferior precision and recall.

Finally, in a previous work,11 we addressed

the problem of concurrent activity recognition

that arises in workflow 2. There we used an

approach based on ROIs and a modified string

matching (SM) technique that regards work-

flows as strings and micro-tasks as characters,

attaining promising results. Nonetheless, re-

search in this area is currently ongoing.

Future Enhancements

To the best of our knowledge, with its multi-

camera video sequences from a real-world

production line, the WR dataset is a novel

contribution. The heavy occlusions, outliers,

human-machine interaction, and visually

complicated environment make this dataset a

challenging testbed for computer vision and
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Table 1. Comparison of activity classification approaches on presegmented sequences and continuous stream data.

Single camera Multicamera

Method Workflow Precision (%) Recall (%) Precision (%) Recall (%)

Presegmented sequences

Hidden Markov model (HMM)3 1 84.1 88.6 89.8 92.1

HMM and evaluative rectification (HMM+ER)9 1 90.7 93.5 91.8 94.2

Rectification-driven fused HMM (RDFHMM)9 1 � � 93.2 95.0

HMM3 2 53.4 56.3 57.8 61.2

HMM+ER9 2 62.3 73.2 72.3 78.9

RDFHMM9 2 � � 77.3 79.8

Continuous stream data

Genetic algorithms and HMM (GAHMM)6 1 89.8 90.0 90.3 90.4

Echo state network (ESN)6 1 73.5 72.8 76.2 73.6

Bayesian filters and recursive neural-network-based

approach (BF+rNN)10

1 87.9 86.8 � �

Region of interest and string matching (ROI+SM)11 2 81.3 78.6 � �
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multimedia algorithms. We hope it is a useful

addition for benchmarking of workflow recog-

nition, which is rapidly gaining momentum.

Initial evaluation of the dataset has inspired

new behavior- and workflow-recognition

approaches. The dataset can also be used for

unsupervised-learning experiments. We ex-

pect this research effort to trigger the interest

of the scientific community, and we welcome

contributions in feature definition and extrac-

tion as well as annotation efforts, which are

still ongoing. MM
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